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Climate Models: An Assessment of Strengths and Limitations

Scientists extensively use mathematical models of Earth’s climate, executed
on the most powerful computers available, to examine hypotheses about
past and present-day climates. Development of climate models is fully con-
sistent with approaches being taken in many other fields of science deal-
ing with very complex systems. These climate simulations provide a
framework within which enhanced understanding of climate-relevant
processes, along with improved observations, are merged into coherent
projections of future climate change.This report describes the models and
their ability to simulate current climate.

The science of climate modeling has matured through finer spatial resolution, the inclusion of a greater number of physical
processes, and comparison to a rapidly expanding array of observations. These models have important strengths and limita-
tions. They successfully simulate a growing set of processes and phenomena; this set intersects with, but does not fully cover,
the set of processes and phenomena of central importance for attribution of past climate changes and the projection of fu-
ture changes. Following is a concise summary of the information in this report, organized around questions from the “Prospec-
tus,” which motivated its preparation, and focusing on these strengths and weaknesses.

still needed for full scientific evaluation of the

What are the major components and state of the science.

processes of the climate system that are

included in present state-of-the-science The set of most recent climate simulations, re-
climate models, and how do climate mod- ferred to as CMIP3 models and utilized heavily
els represent these aspects of the climate in Working Group 1 and 2 reports of the Fourth
system? IPCC Assessment, have received unprecedented

scrutiny by hundreds of investigators in various
areas of expertise. Although a number of sys-
tematic biases are present across the set of mod-
els, more generally the simulation strengths and
weaknesses, when compared against the current
climate, vary substantially from model to
model. From many perspectives, an average
over the set of models clearly provides climate
simulation superior to any individual model,
thus justifying the multimodel approach in
many recent attribution and climate projection
studies.

Chapter 2 describes the four major components
of modern coupled climate models: atmosphere,
ocean, land surface, and sea ice. The develop-
ment of each of these individual components
raises important questions as to how key phys-
ical processes are represented in models, and
some of these questions are discussed in this re-
port. Furthermore, strategies used to couple the
components into a climate system model are de-
tailed. Development paths for the three U.S.
modeling groups that contributed to the 2007
Intergovernmental Panel on Climate Change
(IPCC) Scientific Assessment of Climate
Change (IPCC 2007) serve as examples. Expe-
rience and expert judgment are essential in con-
structing and evaluating a climate modeling
system, so multiple modeling approaches are

Climate modeling has been steadily improving
over the past several decades, but the pace has
been uneven because several important aspects
of the climate system present especially severe
challenges to the goal of simulation.
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How are changes in the Earth’s energy
balance incorporated into climate mod-
els? How sensitive is the Earth’s (mod-
eled) climate to changes in the factors
that affect the energy balance?

The Earth’s radiant energy balance at the top of
the atmosphere helps to determine its climate.
Chapter 2 contains a brief description of energy-
transfer simulation within models, particularly
within the atmospheric component. More im-
portant, Chapter 4 includes an extensive dis-
cussion about radiative forcing of climate
change and climate sensitivity. The response of
global mean temperature to a doubling of car-
bon dioxide remains a useful measure of climate
sensitivity. The equilibrium response—the re-
sponse expected after waiting long enough
(many hundreds of years) for the system to
reequilibrate—is the most commonly quoted
measure. Remaining consistent for three
decades, the range of equilibrium climate sen-
sitivity obtained from models is roughly con-
sistent with estimates from observations of
recent and past climates. The canonical three-
fold range of uncertainty, 1.5 to 4.5°C, has
evolved very slowly. The lower limit has been
nearly unchanged over time, with very few re-
cent models below 2°. Difficulties in simulat-
ing Earth’s clouds and their response to climate
change are the fundamental reasons preventing
areduction in this range in model-generated cli-
mate sensitivity.

Other common measures of climate sensitivity
measure the climate response on time scales
shorter than 100 years. By these measures there
is considerably less spread among the models—
roughly a factor of two rather than three. The
range still is considerable and is not decreasing
rapidly, due in part to difficulties in cloud sim-
ulation but also to uncertainty in the rate of heat
uptake by the oceans. This uncertainty rises in
importance when considering the responses on
these shorter time scales.

Climate sensitivity in models is subjected to
tests using observational constraints. Tests in-
clude climate response to volcanic eruptions;
aspects of internal climate variability that pro-
vide information on the strength of climatic
“restoring forces”; the response to the 11-year

Executive Summary

cycle in solar irradiance; paleoclimatic infor-
mation, particularly from the peak of the last Ice
Age some 20,000 years ago; aspects of the sea-
sonal cycle; and the magnitude of observed
warming over the past century. Because each
test is subject to limitations in data and compli-
cations from feedbacks in the system, they do
not provide definitive tests of models’ climate
sensitivity in isolation. Studies in which multi-
ple tests of model climate responses are con-
sidered simultaneously are essential when
analyzing these constraints on sensitivity.

Improvements in our confidence in estimates of
climate sensitivity are most likely to arise from
new data streams such as the satellite platforms
now providing a first look at the three-dimen-
sional global distributions of clouds. New and
very computationally intensive climate model-
ing strategies that explicitly resolve some of the
smaller scales of motion influencing cloud
cover and cloud radiative properties also prom-
ise to improve cloud simulations.

How uncertain are climate model results?
In what ways has uncertainty in model-
based simulation and prediction changed
with increased knowledge about the cli-
mate system?

Chapter 1 provides an overview of improvement
in models in both completeness and in the abil-
ity to simulate observed climate. Climate mod-
els are compared to observations of the mean
climate in a multitude of ways, and their ability
to simulate observed climate changes, particu-
larly those of the past century, have been exam-
ined extensively. A discussion of metrics that
may be used to evaluate model improvement
over time is included at the end of Chapter 2,
which cautions that no current model is supe-
rior to others in all respects, but rather that dif-
ferent models have differing strengths and
weaknesses.

As discussed in Chapter 5, climate models de-
veloped in the United States and around the
world show many consistent features in their
simulations and projections for the future. Ac-
curate simulation of present-day climatology for
near-surface temperature and precipitation is
necessary for most practical applications of cli-



mate modeling. The seasonal cycle and large-
scale geographical variations of near-surface
temperature are indeed well simulated in recent
models, with typical correlations between mod-
els and observations of 95% or better.

Climate model simulation of precipitation has
improved over time but is still problematic. Cor-
relation between models and observations is 50
to 60% for seasonal means on scales of a few
hundred kilometers. Comparing simulated and
observed latitude-longitude precipitation maps
reveals similarity of magnitudes and patterns in
most regions of the globe, with the most strik-
ing disagreements occurring in the tropics. In
most models, the appearance of the Inter-Trop-
ical Convergence Zone of cloudiness and rain-
fall in the equatorial Pacific is distorted, and
rainfall in the Amazon Basin is substantially un-
derestimated. These errors may prove conse-
quential for a number of model predictions,
such as forest uptake of atmospheric COs.

Simulation of storms and jet streams in middle
latitudes is considered one of the strengths of
atmospheric models because the dominant
scales involved are reasonably well resolved. As
a consequence, there is relatively high confi-
dence in the models’ ability to simulate changes
in these extratropical storms and jet streams as
the climate changes. Deficiencies that still exist
may be due partly to insufficient resolution of
features such as fronts, to errors in the forcing
terms from moist physics, or to inadequacies in
simulated interactions between the tropics and
midlatitudes or between the stratosphere and the
troposphere. These deficiencies are still large
enough to impact ocean circulation and some
regional climate simulations and projections.

The quality of ocean climate simulations has
improved steadily in recent years, owing to bet-
ter numerical algorithms and more realistic as-
sumptions concerning the mixing occurring on
scales smaller than the models’ grid. Many of
the CMIP3 class of models are able to maintain
an overturning circulation in the Atlantic with
roughly the observed strength without the arti-
ficial correction to air-sea fluxes commonly
used in previous generations of models, thus
providing a much better foundation for analysis
of the circulation’s stability. Circulation in the
Southern Ocean, thought to be vitally important
for oceanic uptake of carbon dioxide from the
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atmosphere, is sensitive to deficiencies in sim-
ulated winds and salinities, but a subset of mod-
els is producing realistic circulation in the
Southern Ocean as well.

Models forced by the observed well-mixed
greenhouse gas concentrations, volcanic
aerosols, estimates of variations in solar energy
incidence, and anthropogenic aerosol concen-
trations are able to simulate the recorded 20th
Century global mean temperature in a plausible
way. Solar variations, observed through direct
satellite measurements for the last few decades,
do not contribute significantly to warming dur-
ing that period. Solar variations early in the 20th
Century are much less certain but are thought
to be a potential contributor to warming in that
period.

Uncertainties in the climatic effects of man-
made aerosols (liquid and solid particles sus-
pended in the atmosphere) constitute a major
stumbling block in quantitative attribution stud-
ies and in attempts to use the observational
record to constrain climate sensitivity. We do
not know how much warming due to green-
house gases has been cancelled by cooling due
to aerosols. Uncertainties related to clouds in-
crease the difficulty in simulating the climatic
effects of aerosols, since these aerosols are
known to interact with clouds and potentially
can change cloud radiative properties and cloud
cover.

The possibility that natural variability has been
a significant contributor to the detailed time
evolution seen in the global temperature record
is plausible but still difficult to address with
models, given the large differences in charac-
teristics of the natural decadal variability be-
tween models. While natural variability may
very well be relevant to observed variations on
the scale of 10 to 30 years, no models show any
hint of generating large enough natural, un-
forced variability on the 100-year time scale to
compete with explanations that the observed
century-long warming trend has been predomi-
nantly forced.

The observed southward displacement of the
Southern Hemisphere storm track and jet
stream in recent decades is reasonably well sim-
ulated in current models, which show that the
displacement is due partly to greenhouse gases
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but also partly to the presence of the stratos-
pheric ozone hole. Circulation changes in the
Northern Hemisphere over the past decades
have proven more difficult to capture in current
models, perhaps because of more complex in-
teractions between the stratosphere and tropo-
sphere in the Northern Hemisphere.

Observations of ocean heat uptake are begin-
ning to provide a direct test of aspects of the
ocean circulation directly relevant to climate
change simulations. Coupled models provide
reasonable simulations of observed heat uptake
in the oceans but underestimate the observed
sea-level rise over the past decades.

Model simulations of trends in extreme weather
typically produce global increases in extreme
precipitation and severe drought, with decreases
in extreme minimum temperatures and frost
days, in general agreement with observations.

Simulations from different state-of-the-science
models have not fully converged, however, since
different groups approach uncertain model as-
pects in distinctive ways. This absence of con-
vergence is one useful measure of the state of
climate simulation; convergence is to be ex-
pected once all climate-relevant processes are
simulated in a convincing physically based
manner. However, measuring the quality of cli-
mate models so the metric used is directly rele-
vant to our confidence in the models’
projections of future climate has proven diffi-
cult. The most appropriate ways to translate
simulation strengths and weaknesses into con-
fidence in climate projections remain a subject
of active research.

How well do climate models simulate
natural variability and how does variabil-
ity change over time?

Simulation of climate variations also is de-
scribed in Chapter 5. Simulations of El Nifio os-
cillations, which have improved substantially in
recent years, provide a significant success story
for climate models. Most current models spon-
taneously generate EI Nifio—Southern Oscilla-
tion variability, albeit with varying degrees of
realism. Oscillation spatial structure and dura-
tion are impressive in a model subset but with a
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tendency toward too short a period. Bias in the
Inter-Tropical Convergence Zone (ITCZ) in
coupled models is a major factor preventing fur-
ther improvement in these models. Projections
for future EI Nifio variability and the state of the
Pacific Ocean are centrally important for re-
gional climate change projections throughout
the tropics and in North America.

Other aspects of the tropical simulations in cur-
rent models remain inadequate. The Madden-
Julian Oscillation, a feature of the tropics in
which precipitation is organized by large-scale
eastward-propagating features with periods of
roughly 30 to 60 days, is a useful test of simu-
lation credibility. Model performance using this
measure is still unsatisfactory. The “double
ITCZ—cold tongue bias,” in which water is ex-
cessively cold near the equator and precipitation
splits artificially into two zones straddling the
equator, remains as a persistent bias in current
coupled atmosphere-ocean models. Projections
of tropical climate change are affected adversely
by these deficiencies in simulations of the or-
ganization of tropical convection. Models typi-
cally overpredict light precipitation and
underpredict heavy precipitation in both the
tropics and middle latitudes, creating potential
biases when studying extreme events. Tropical
cyclones are poorly resolved by the current gen-
eration of global models, but recent results with
high-resolution atmosphere-only models and
dynamical downscaling provide optimism that
the simulation of tropical cyclone climatology
will advance rapidly in coming years, as will
our understanding of observed variations and
trends.

The quality of simulations of low-frequency
variability on decadal to multidecadal time
scales varies regionally and also from model to
model. On average, models do reasonably well
in the North Pacific and North Atlantic. In other
oceanic regions, lack of data contributes to un-
certainty in estimating simulation quality at
these low frequencies. A dominant mode of
low-frequency variability in the atmosphere,
known as northern and southern annular modes,
is very well captured in current models. These
modes involve north-south displacements of the
extratropical storm track and have dominated
observed atmospheric circulation trends in re-
cent decades. Because of their ability to simu-
late annular modes, global climate models do



fairly well with interannual variability in polar
regions of both hemispheres. They are less suc-
cessful with daily polar-weather variability, al-
though finer-scale regional simulations do show
promise for improved global-model simulations
as their resolution increases.

How well do climate models simulate
regional climate variability and change?

Chapter 3 describes techniques to downscale
coarse-resolution global climate model output
to higher resolution for regional applications.
These downscaling methodologies fall prima-
rily into two categories. In the first, a higher-
resolution, limited-area numerical
meteorological model is driven by global cli-
mate model output at its lateral boundaries.
These dynamical downscaling strategies are
beneficial when supplied with appropriate sea-
surface and atmospheric boundary conditions,
but their value is limited by uncertainties in in-
formation supplied by global models. Given the
value of multimodel ensembles for larger-scale
climate prediction, coordinated downscaling
clearly must be performed with a representative
set of global model simulations as input, rather
than focusing on results from one or two mod-
els. Relatively few such multimodel dynami-
cal downscaling studies have been performed
to date.

In the second category, empirical relationships
between large- and small-scale observations are
developed, then applied to global climate model
output to provide regional detail. Statistical
techniques to produce appropriate small-scale
structures from climate simulations are referred
to as “statistical downscaling.” They can be as
effective as high-resolution numerical simula-
tions in providing climate change information
to regions unresolved by most current global
models. Because of the computational effi-
ciency of these techniques, they can much more
easily utilize a full suite of multimodel ensem-
bles. The statistical methods, however, are com-
pletely dependent on the accuracy of regional
circulation patterns produced by global models.
Dynamical models, through higher resolution
or better representation of important physical
processes, often can improve the physical re-
alism of simulated regional circulation. Thus,
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the strengths and weaknesses of dynamical
modeling and statistical methods often are
complementary.

Regional trends in extreme events are not al-
ways captured by current models, but it is diffi-
cult to assess the significance of these
discrepancies and to distinguish between model
deficiencies and natural variability.

The use of climate model results to assess eco-
nomic, social, and environmental impacts is be-
coming more sophisticated, albeit slowly.
Simple methods requiring only mean changes
in temperature and precipitation to estimate im-
pacts remain popular, but an increasing number
of studies are using more detailed information
such as the entire distribution of daily or
monthly values and extreme outcomes. The
mismatch between models’ spatial resolution vs
the scale of impact-relevant climate features and
of impact models remains an impediment for
certain applications. Chapter 7 provides several
examples of applications using climate model
results and downscaling techniques.

What are the tradeoffs to be made in fur-
ther climate model development (e.g.,
between increasing spatial/temporal res-
olution and representing additional
physical/biological processes)?

Chapter 6 is devoted to trends in climate model
development. With increasing computer power
and observational understanding, future models
will include both higher resolution and more
processes.

Resolution increases most certainly will lead to
improved representations of atmospheric and
oceanic general circulations. Ocean components
of current climate models do not directly simu-
late the oceans’ very energetic motions referred
to as “mesoscale eddies.” Simulation of these
small-scale flow patterns requires horizontal
grid sizes of 10 km or smaller. Current oceanic
components of climate models are effectively
laminar rather than turbulent, and the effects of
these eddies must be approximated by imper-
fect theories. As computer power increases, new
models that resolve these eddies will be incor-
porated into climate models to explore their im-
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pact on decadal variability as well as heat and
carbon uptake. Similarly, atmospheric general
circulation models will evolve to “cloud-re-
solving models” (CRMs) with spatial resolu-
tions of less than a few kilometers. The hope is
that CRMs will provide better results through
explicit simulation of many cloud properties
now poorly represented on subgrid scales of
current atmospheric models. CRMs are not new
frameworks but rather are based on models de-
signed for mesoscale storm and cumulus con-
vection simulations.

Models of glacial ice are in their infancy. Gla-
cial models directly coupled to atmosphere-
ocean models typically account for only direct
melting and accumulation at the surface of ice
sheets and not the dynamic discharge due to gla-
cial flow. More-detailed current models typi-
cally generate discharges that change only over
centuries and millennia. Recent evidence for
rapid variations in this glacial outflow indicates
that more-realistic glacial models are needed to
estimate the evolution of future sea level.

Executive Summary

Inclusion of carbon-cycle processes and other
biogeochemical cycles is required to transform
physical climate models into full Earth system
models that incorporate feedbacks influencing
greenhouse gas and aerosol concentrations in
the atmosphere. Land models that predict veg-
etation patterns are being developed actively,
but the demands of these models on the quality
of simulated precipitation patterns ensures that
their evolution will be gradual and tied to im-
provements in the simulation of regional cli-
mate. Uncertainties about carbon-feedback
processes in the ocean as well as on land, how-
ever, must be reduced for more reliable future
estimates of climate change.
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Introduction

The use of computers to simulate complex systems has grown in the past few decades to play a
central role in many areas of science. Climate modeling is one of the best examples of this trend
and one of the great success stories of scientific simulation. Building a laboratory analog of the
Earth’s climate system with all its complexity is impossible. Instead, the successes of climate mod-
eling allow us to address many questions about climate by experimenting with simulations—that
is, with mathematical models of the climate system. Despite the success of the climate modeling
enterprise, the complexity of our Earth imposes important limitations on existing climate mod-
els. This report aims to help the reader understand the valid uses, as well as the limitations, of cur-

rent climate models.

Climate modeling and forecasting grew from
the desire to predict weather. The distinction be-
tween climate and weather is not precise. Oper-
ational weather forecasting has focused
historically on time scales of a few days but
more recently has been extended to months and
seasons in attempts to predict the evolution of El
Nifio episodes. The goal of climate modeling
can be thought of as the extension of forecasting
to longer and longer time periods. The focus is
not on individual weather events, which are un-
predictable on long time scales, but on the sta-
tistics of these events and on the slow evolution
of oceans and ice sheets. Whether the forecast-
ing of individual EI Nifio episodes is considered
weather or climate is a matter of convention. For
the purpose of this report, we will consider El
Nifio forecasting as weather and will not ad-
dress it directly. On the climate side we are con-
cerned, for example, with the ability of models
to simulate the statistical characteristics of El

Nifio variability or extratropical storms or At-
lantic hurricanes, with an eye toward assessing
the ability of models to predict how variability
might change as the climate evolves in coming
decades and centuries.

An important constraint on climate models not
imposed on weather-forecast models is the re-
quirement that the global system precisely and
accurately maintain the global energy balance
over very long periods of time. The Earth’s en-
ergy balance (or “budget”) is defined as the dif-
ference between absorbed solar energy and
emitted infrared radiation to space. It is affected
by many factors, including the accumulation of
greenhouse gases, such as carbon dioxide, in the
atmosphere. The decades-to-century changes in
the Earth’s energy budget, manifested as climate
changes, are just a few percent of the average
values of that budget’s largest terms. Many de-
cisions about model construction described in
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Chapter 2 are based on the need to properly
and accurately simulate the long-term energy
balance.

This report will focus primarily on comprehen-
sive physical climate models used for the most
recent international Coupled Model Intercom-
parison Project (CMIP) coordinated experi-
ments (Meehl et al. 2006) sponsored by the
World Climate Research Programme (WCRP).
These coupled atmosphere-ocean general cir-
culation models (AOGCMs) incorporate de-
tailed representations of the atmosphere, land
surface, oceans, and sea ice. Where practical,
we will emphasize and highlight results from
the three U.S. modeling projects that partici-
pated in the CMIP experiments. Additionally,
this report examines the use of regional climate
models (RCMs) for obtaining higher-resolution
details from AOGCM simulations over smaller
regions. Still, other types of climate models are
being developed and applied to climate simula-
tion. The more-complete Earth system models,
which build carbon-cycle and ecosystem
processes on top of AOGCMs, are used prima-
rily for studies of future climate change and pa-
leoclimatology, neither of which is directly
relevant to this report. Another class of models
not discussed here but used extensively, partic-
ularly when computer resources are limited, is
Earth system models of intermediate complex-
ity (EMICs). Although these models have many
more assumptions and simplifications than are
found in CMIP models (Claussen et al. 2002),
they are particularly useful in exploring a wide
range of mechanisms and obtaining broad esti-
mates of future climate change projections that
can be further refined with AOGCM experi-
ments.

1.1 BRIEF HISTORY OF CLIMATE
MODEL DEVELOPMENT

As numerical weather prediction was develop-
ing in the 1950s as one of the first computer ap-
plications, the possibility of also using
numerical simulation to study climate became
evident almost immediately. The feasibility of
generating stable integrations of atmospheric
equations for arbitrarily long time periods was
demonstrated by Norman Phillips in 1956.
About that time, Joseph Smagorinsky started a
program in climate modeling that ultimately be-
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came one of the most vigorous and longest-
lived GCM development programs at the
National Oceanic and Atmospheric Administra-
tion’s Geophysical Fluid Dynamics Laboratory
(GFDL) at Princeton University. The University
of California at Los Angeles began producing
atmospheric  general circulation models
(AGCMs) beginning in 1961 under the leader-
ship of Yale Mintz and Akio Arakawa. This pro-
gram influenced others in the 1960s and 1970s,
leading to modeling programs found today at
National Aeronautics and Space Administration
(NASA) laboratories and several universities.
At Lawrence Livermore National Laboratory,
Cecil E. Leith developed an early AGCM in
1964. The U.S. National Center for Atmospheric
Research (NCAR) initiated AGCM develop-
ment in 1964 under Akira Kasahara and Warren
Washington. Leith moved to NCAR in the late
1960s and, in the early 1980s, oversaw con-
struction of the Community Climate Model, a
predecessor to the present Community Climate
System Model (CCSM).

Early weather models focused on fluid dynam-
ics rather than on radiative transfer and the at-
mosphere’s energy budget, which are centrally
important for climate simulations. Additions to
the original AGCMs used for weather analysis
and prediction were needed to make climate
simulations possible. Furthermore, because cli-
mate simulation focuses on time scales longer
than a season, oceans and sea ice must be in-
cluded in the modeling system in addition to the
more rapidly evolving atmosphere. Thus, ocean
and ice models have been coupled with atmos-
pheric models. The first ocean GCMs were de-
veloped at GFDL by Bryan and Cox in the
1960s and then coupled with the atmosphere by
Manabe and Bryan in the 1970s. Paralleling
events in the United States, the 1960s and 1970s
also were a period of climate- and weather-
model development throughout the world, with
major centers emerging in Europe and Asia.
Representatives of these groups gathered in
Stockholm in August 1974, under the sponsor-
ship of the Global Atmospheric Research Pro-
gramme to produce a seminal treatise on
climate modeling (GARP 1975). This meeting
established collaborations that still promote in-
ternational cooperation today.



The use of climate models in research on car-
bon dioxide and climate began in the early
1970s. The important study, “Inadvertent Cli-
mate Modification” (SMIC 1971), endorsed the
use of GCM-based climate models to study the
possibility of anthropogenic climate change.
With continued improvements in both climate
observations and computer power, modeling
groups furthered their models through steady
but incremental improvements. By the
late1980s, several national and international or-
ganizations formed to assess and expand scien-
tific research related to global climate change.
These developments spurred interest in acceler-
ating the development of improved climate
models. The primary focus of Working Group 1
of the United Nations Intergovernmental Panel
on Climate Change (IPCC), which began in
1988, was the scientific inquiry into physical
processes governing climate change. IPCC’s
first Scientific Assessment (IPCC 1990) stated,
“Improved prediction of climate change de-
pends on the development of climate models,
which is the objective of the climate modeling
programme of the World Climate Research Pro-
gramme.” The United States Global Change Re-
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search Program (USGCRP), established in
1989, designated climate modeling and predic-
tion as one of the four high-priority integrating
themes of the program (Our Changing Planet
1991). The combination of steadily increasing
computer power and research spurred by WCRP
and USGCRP has led to a steady improvement
in the completeness, accuracy, and resolution of
AOGCMS for climate simulation and predic-
tion. An often-used illustration from the Third
IPCC Working Group 1 Scientific Assessment
of Climate Change in 2001 depicts this evolu-
tion (see Fig. 1.1). Even more comprehensive
climate models produced a series of coordinated
numerical simulations for the third international
Climate Model Intercomparison Project
(CMIP3), which were used extensively in re-
search cited in the recent Fourth IPCC Assess-
ment (IPCC 2007). Contributions came from
three groups in the United States (GFDL,
NCAR, and the NASA Goddard Institute for
Space Studies) and others in the United King-
dom, Germany, France, Japan, Australia,
Canada, Russia, China, Korea, and Norway.

Development of Climate Models: Past, Present, and Future

Mid-1970s Mid-1980s Early 1990s Late 1990s Present Day Early 2000s?
Atmosphere Atmosphere Atmosphere Atmosphere Atmosphere
Land surface Land surface Land surface -
Ocean and sea ice Ocean and sea ice Ocean and sea ice Ocean and sea ice
Sulphate aerosol Sulphate aerosol Sulphate aerosol
Nonsulphate Nonsulphate
aerosol aerosol
Carbon cycle Carbon cycle
Dynamic
vegetation
Atmospheric
Ocean and Sulphur Nonsulphate chemistry
sea ice model cycle model aerosols
Land carbon
cycle model Carbon
Ocean carbon cycle model
cycle model
Dynamic Dynamic
vegetation vegetation
Atmospheric Atmospheric Atmospheric
chemistry chemistry chemistry

Adapted from IPCC 2001

Figure 1.1. Historical
Development of
Climate Models.

[Figure source: Climate
Change 2001.The Scientific
Basis, Contribution of
Working Group 1 to the
Assessment Report of the
Intergovernmental Panel on
Climate Change, p. 48.
Used with permission
from IPCC.]
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1.2 CLIMATE MODEL
CONSTRUCTION

Comprehensive climate models are constructed
using expert judgments to satisfy many con-
straints and requirements. Overarching consid-
erations are the accurate simulation of the most
important climate features and the scientific un-
derstanding of the processes that control these
features. Typically, the basic requirement is that
models should simulate features important to
humans, particularly surface variables such as
temperature, precipitation, windiness, and
storminess. This is a less-straightforward re-
quirement than it seems because a physically
based climate model also must simulate all
complex interactions in the coupled atmos-
phere—ocean—land surface-ice system mani-
fested as climate variables of interest. For
example, jet streams at altitudes of 10 km above
the surface must be simulated accurately if
models are to generate midlatitude weather with
realistic characteristics. Midlatitude highs and
lows shown on surface weather maps are inti-
mately associated with these high-altitude wind
patterns. As another example, the basic temper-
ature decrease from the equator to the poles can-
not be simulated without taking into account the
poleward transport of heat in the oceans, some
of this heat being carried by currents 2 or 3 km
deep into the ocean interior. Thus, comprehen-
sive models should produce correctly not just
the means of variables of interest but also the
extremes and other measures of natural vari-
ability. Finally, our models should be capable of
simulating changes in statistics caused by rela-
tively small changes in the Earth’s energy
budget that result from natural and human ac-
tions.

Climate processes operate on time scales rang-
ing from several hours to millennia and on spa-
tial scales ranging from a few centimeters to
thousands of kilometers. Principles of scale
analysis, fluid dynamical filtering, and numer-
ical analysis are used for intelligent compro-
mises and approximations to make possible the
formulation of mathematical representations of
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processes and their interactions. These mathe-
matical models are then translated into com-
puter codes executed on some of the most
powerful computers in the world. Available
computer power helps determine the types of
approximations required. As a general rule,
growth of computational resources allows mod-
elers to formulate algorithms less dependent on
approximations known to have limitations,
thereby producing simulations more solidly
founded on established physical principles.
These approximations are most often found in
“closure” or “parameterization” schemes that
take into account unresolved motions and
processes and are always required because cli-
mate simulations must be designed so they can
be completed and analyzed by scientists in a
timely manner, even if run on the most power-
ful computers.

Climate models have shown steady improve-
ment over time as computer power has in-
creased, our understanding of physical
processes of climatic relevance has grown,
datasets useful for model evaluation have been
developed, and our computational algorithms
have improved. Figure 1.2 shows one attempt at
quantifying this change. It compares a particu-
lar metric of climate model performance among
the CMIP1 (1995), CMIP2 (1997), and CMIP3
(2004) ensembles of AOGCMs. This particular
metric assesses model performance in simulat-
ing the mean climate of the late 20t Century as
measured by a basket of indicators focusing on
aspects of atmospheric climate for which ob-
servational counterparts are deemed adequate.
Model ranking according to individual mem-
bers of this basket of indicators varies greatly, so
this aggregate ranking depends on how different
indicators are weighted in relative importance.
Nevertheless, the conclusion that models have
improved over time is not dependent on the rel-
ative weighting factors, as nearly all models
have improved in most respects. The construc-
tion of metrics for evaluating climate models is
itself a subject of intensive research and will be
covered in more detail in Chapter 2.
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Figure 1.2. Performance Index I2 for Individual Models (circles) and Model

Generations (rows).

Best performing models have low 12 values and are located toward the left. Circle sizes indicate the length
of the 95% confidence intervals. Letters and numbers identify individual models; flux corrected models are
labeled in red. Grey circles show the average 12 of all models within one model group. Black circles indicate
the 12 of the multimodel mean taken over one model group.The green circle (REA) corresponds to the |2
of the NCEP/NCAR Reanalysis (Kalnay et al. 1996), conducted by the National Weather Service’s National
Centers for Environmental Prediction and the National Center for Atmospheric Research. Last row
(PICTRL) shows I for the preindustrial control experiment of the CMIP3 project. [Adapted from Fig. 1 in
T.Reichler and J. Kim 2008: How well do coupled models simulate today’s climate? Bulletin American
Meteorological Society, 89(3), doi:10.1175/BAMS-89-3-303. Reproduced by permission of the American

Meteorological Society.]

Also shown in Fig. 1.2 is the same metric eval-
uated from climate simulation results obtained
by averaging over all AOGCMs in the CMIP1,
CMIP2, and CMIP3 archives. The CMIP3 “en-
semble-mean” model performs better than any
individual model by this metric and by many
others. This kind of result has convinced the
community of the value of a multimodel ap-
proach to climate change projection. Our un-
derstanding of climate is still insufficient to
justify proclaiming any one model “best” or
even showing metrics of model performance
that imply skill in predicting the future. More
appropriate in any assessments focusing on

adaptation or mitigation strategies is to take into
account, in a pertinently informed manner, the
products of distinct models built using different
expert judgments at centers around the world.

1.3 SUMMARY OF SAP 3.1
CHAPTERS

The remaining sections of this report describe
climate model development, evaluation, and ap-
plications in more detail. Chapter 2 describes
the development and construction of models
and how they are employed for climate research.
Chapter 3 discusses regional climate models
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and their use in “downscaling” global model re-
sults to specific geographic regions, particularly
North America. The concept of climate sensi-
tivity—the response of a surface temperature to
a specified change in the energy budget at the
top of the model’s atmosphere—is described in
Chapter 4. A survey of how well important cli-
mate features are simulated by modern models
is found in Chapter 5, while Chapter 6 depicts
near-term development priorities for future
model development. Finally, Chapter 7 illus-
trates a few examples of how climate model
simulations are used for practical applications.
A detailed Reference section follows Chapter 7.

Chapter 1 - Introduction



Climate Models: An Assessment of Strengths and Limitations

Description of
Global Climate
Systems Models

Modern climate models are composed of a system of interacting model components, each of
which simulates a different part of the climate system. The individual parts often can be run in-
dependently for certain applications. Nearly all the Coupled Model Intercomparison Project 3
(CMIP3) class of models include four primary components: atmosphere, land surface, ocean, and
sea ice. The atmospheric and ocean components are known as “general circulation models” or
GCMs because they explicitly simulate the large-scale global circulation of the atmosphere and
ocean. Climate models sometimes are referred to as coupled atmosphere-ocean GCMs.This name
may be misleading because coupled GCMs can be employed to simulate aspects of weather and
ocean dynamics without being able to maintain a realistic climate projection over centuries of sim-
ulated time, as required of a climate model used for studying anthropogenic climate change.What
follows in this chapter is a description of a modern climate model’s major components and how

they are coupled and tested for climate simulation.

2.1 ATMOSPHERIC GENERAL
CIRCULATION MODELS

Atmospheric general circulation models
(AGCMs) are computer programs that evolve
the atmosphere’s three-dimensional state for-
ward in time. This atmospheric state is de-
scribed by such variables as temperature,
pressure, humidity, winds, and water and ice
condensate in clouds. These variables are de-
fined on a spatial grid, with grid spacing deter-
mined in large part by available computational
resources. Some processes governing this at-
mospheric state’s evolution are relatively well
resolved by model grids and some are not. The
latter are incorporated into models through
approximations often referred to as parameter-
izations. Processes that transport heat, water,

and momentum horizontally are relatively well
resolved by the grid in current atmospheric
models, but processes that redistribute these
quantities vertically have a significant part
that is controlled by subgrid-scale parameteri-
zations.

The model’s grid-scale evolution is determined
by equations describing the thermodynamics
and fluid dynamics of an ideal gas. The atmos-
phere is a thin spherical shell of air that en-
velops the Earth. For climate simulation,
emphasis is placed on the atmosphere’ lowest
20 to 30 km (i.e., the troposphere and the lower
stratosphere). This layer contains over 95% of
the atmosphere’s mass and virtually all of its
water vapor, and it produces nearly all weather
although current research suggests possible in-
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teractions between this layer and higher atmos-
pheric levels (e.g., Pawson et al. 2000). Because
of the disparity between scales of horizontal and
vertical motions governing global and regional
climate, the two motions are treated differently
by model algorithms. The resulting set of equa-
tions is often referred to as the primitive equa-
tions (Haltiner and Williams 1980).

Although nearly all AGCMs use this same set
of primitive dynamical equations, they use dif-
ferent numerical algorithms to solve them. In all
cases, the atmosphere is divided into discrete
vertical layers, which are then overlaid with a
two-dimensional horizontal grid, producing a
three-dimensional mesh of grid elements. The
equations are solved as a function of time on
this mesh. The portion of the model code gov-
erning the fluid dynamics explicitly simulated
on this mesh often is referred to as the model’s
“dynamical core.” Even with the same numeri-
cal approach, AGCMs differ in spatial resolu-
tions and configuration of model grids. Some
models use a “spectral” representation of winds
and temperatures, in which these fields are writ-
ten as linear combinations of predefined pat-
terns on the sphere (spherical harmonics) and
are then mapped to a grid when local values are
required. Some models have few layers above
the tropopause (the moving boundary between
the troposphere and stratosphere (e.g., GFDL
2004)), while others have as many layers above
the troposphere as in it (e.g., Schmidt et al. 2006).

All AGCMs use a coordinate system in which
the Earth’s surface is a coordinate surface, sim-
plifying exchanges of heat, moisture, trace sub-
stances, and momentum between the Earth’s
surface and the atmosphere. Numerical algo-
rithms of AGCMs should precisely conserve the
atmosphere’s mass and energy. Typical AGCMs
have spatial resolution of 200 km in the hori-
zontal and 20 levels in the volume below the al-
titude of 15 km. Because numerical errors often
depend on flow patterns, there are no simple
ways to assess the accuracy of numerical dis-
cretizations in AGCMs. Models use idealized
cases testing the model’s long-term stability and
efficiency (e.g., Held and Suarez 1994), as well
as tests focusing on accuracy using short inte-
grations (e.g., Polvani, Scott, and Thomas 2005).
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All AGCMs must incorporate the effects of ra-
diant-energy transfer. The radiative-transfer
code computes the absorption and emission of
electromagnetic waves by air molecules and at-
mospheric particles. Atmospheric gases absorb
and emit radiation in “spectral lines” centered
at discrete wavelengths, but the computational
costs are too high in a climate model to perform
this calculation for each individual spectral line.
AGCMs use approximations, which differ
among models, to group bands of wavelengths
together in a more efficient calculation. Most
models have separate radiation codes to treat
solar (visible) radiation and the much-longer-
wavelength terrestrial (infrared) radiation. Ra-
diation calculation includes the effects of water
vapor, carbon dioxide, ozone, and clouds. Mod-
els used in climate change experiments also in-
clude aerosols and additional trace gases such
as methane, nitrous oxide, and the cloroflouro-
carbons. Validation of AGCM radiation codes
often is done offline (separate from other
AGCM components) by comparison with line-
by-line model calculations that, in turn, are
compared against laboratory and field observa-
tions (e.g., Ellingson and Fouquart 1991;
Clough, lacono, and Moncet 1992; Collins et al.
2006b).

All GCMs use subgrid-scale parameterizations
to simulate processes that are too small or op-
erate on time scales too fast to be resolved on
the model grid. The most important parameter-
izations are those involving cirrus and stratus
cloud formation and dissipation, cumulus con-
vection (thunderstorms and fair-weather cumu-
lus clouds), and turbulence and subgrid-scale
mixing. For cloud calculations, most AGCMs
treat ice and liquid water as atmospheric state
variables. Some models also separate cloud par-
ticles into ice crystals, snow, graupel (snow pel-
lets), cloud water, and rainwater. Empirical
relationships are used to calculate conversions
among different particle types. Representing
these processes on the scale of model grids is
particularly difficult and involves calculation of
fractional cloud cover within a grid box, which
greatly affects radiative transfer and model sen-
sitivity. Models either predict cloud amounts
from the instantaneous thermodynamical and
hydrological state of a grid box or they treat
cloud fraction as a time-evolving model vari-



able. In higher-resolution models, one can at-
tempt to explicitly simulate the size distribution
of cloud particles and the “habit” or nonspheri-
cal shape of ice particles, but no current global
AGCMs attempt this.

Cumulus convective transports, which are im-
portant in the atmosphere but cannot be explic-
itly resolved at GCM scale, are calculated using
convective parameterization algorithms. Most
current models use a cumulus mass flux scheme
patterned after that proposed by Arakawa and
Schubert (1974), in which convection’s upward
motion occurs in very narrow plumes that take
up a negligible fraction of a grid box’s area.
Schemes differ in techniques used to determine
the amount of mass flowing through these
plumes and the manner in which air is entrained
and detrained by the rising plume. Most models
do not calculate separately the area and vertical
velocity of convection but try to predict only the
product of mass and area, or convective mass
flux. Prediction of convective velocities, how-
ever, is needed for new models of interactions
between aerosols and clouds. Most current
schemes do not account for differences between
organized mesoscale convective systems and
simple plumes. The turbulent mixing rate of up-
drafts and downdrafts with environments and
the phase changes of water vapor within con-
vective systems are treated with a mix of em-
piricism and constraints based on the moist
thermodynamics of rising air parcels. Some
models also include a separate parameterization
of shallow, nonprecipitating convection (fair-
weather cumulus clouds). In short, clouds gen-
erated by cumulus convection in climate models
should be thought of as based in large part on
empirical relationships.

All AGCMs parameterize the turbulent trans-
port of momentum, moisture, and energy in the
atmospheric boundary layer near the surface. A
long-standing theoretical framework, Monin-
Obukhov similarity theory, is used to calculate
the vertical distribution of turbulent fluxes and
state variables in a thin (typically less than 10
m) layer of air adjacent to the surface. Above
the surface layer, turbulent fluxes are calculated
based on closure assumptions that provide a
complete set of equations for subgrid-scale vari-
ations. Closure assumptions differ among
AGCMs; some models use high-order closures
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in which the fluxes or second-order moments
are calculated prognostically (with memory in
these higher-order moments from one time step
to the next). Turbulent fluxes near the surface
depend on surface conditions such as rough-
ness, soil moisture, and vegetation. In addition,
all models use diffusion schemes or dissipative
numerical algorithms to simulate kinetic energy
dissipation from turbulence far from the surface
and to damp small-scale unresolved structures
produced from resolved scales by turbulent at-
mospheric flow.

The realization that a significant fraction of mo-
mentum transfer between atmosphere and sur-
face takes place through nonturbulent pressure
forces on small-scale “hills” has resulted in a
substantial effort to understand and model this
transfer (e.g., McFarlane 1987; Kim and Lee
2003). This process is often referred to as grav-
ity wave drag because it is intimately related to
atmospheric wave generation. The variety of
gravity wave drag parameterizations is a signif-
icant source of differences in mean wind fields
generated by AGCMs. Accounting for both sur-
face-generated and convectively generated grav-
ity waves are difficult aspects of modeling the
stratosphere and mesosphere (2 20 km altitude),
since winds in those regions are affected
strongly by transfer of momentum and energy
from these unresolved waves.

Extensive field programs have been designed to
evaluate parameterizations in GCMs, ranging
from tests of gravity wave drag schemes
[Mesoscale Alpine Program (called MAP), e.g.,
Bougeault et al. 2001] to tests of radiative trans-
fer and cloud parameterizations [Atmospheric
Radiation Measurement Program (called
ARM), Ackerman and Stokes 2003]. Running
an AGCM coupled to a land model as a numer-
ical weather prediction model for a few days—
starting with best estimates of the atmosphere
and land’s instantaneous state at any given
time—is a valuable test of the entire package of
atmospheric parameterizations and dynamical
core (e.g., Xie et al. 2004). Atmosphere-land
models also are routinely tested by running
them with boundary conditions taken from ob-
served sea-surface temperatures and sea-ice dis-
tributions (Gates 1992) and examining the
resulting climate.
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2.2 OCEAN GENERAL
CIRCULATION MODELS

Ocean general circulation models (OGCMs)
solve the primitive equations for global incom-
pressible fluid flow analogous to the ideal-gas
primitive equations solved by atmospheric
GCMs. In climate models, OGCM s are coupled
to the atmosphere and ice models through the
exchange of heat, salinity, and momentum at the
boundary among components. Like the atmos-
phere, the ocean’s horizontal dimensions are
much larger than its vertical dimension, result-
ing in separation between processes that control
horizontal and vertical fluxes. With continents,
enclosed basins, narrow straits, and submarine
basins and ridges, the ocean has a more com-
plex three-dimensional boundary than does the
atmosphere.. Furthermore, the thermodynamics
of sea water is very different from that of air, so
an empirical equation of state must be used in
place of the ideal gas law.

An important distinction among ocean models
is the choice of vertical discretization. Many
models use vertical levels that are fixed dis-
tances below the surface (Z-level models) based
on the early efforts of Bryan and Cox (1967)
and Bryan (1969a, b). The General Fluid Dy-
namics Laboratory (GFDL) and Community
Climate System Model (CCSM) ocean compo-
nents fall into this category (Griffies et al. 2005;
Maltrud et al. 1998). Two Goddard Institute for
Space Studies (GISS) models (R and AOM) use
a variant of this approach in which mass rather
than height is used as the vertical coordinate
(Russell, Miller, and Rind 1995; Russell et al.
2000). A more fundamental alternative uses
density as a vertical coordinate. Motivating this
choice is the desire to control as precisely as
possible the exchange of heat between layers of
differing density, which is very small in much of
the ocean yet centrally important for simulation
of climate. The GISS EH model utilizes a hy-
brid scheme that transitions from a Z-coordinate
near the surface to density layers in the ocean
interior (Sun and Bleck 2001; Bleck 2002; Sun
and Hansen 2003).

Horizontal grids used by most ocean models in
the CMIP3 archive are comparable to or some-
what finer than grids in the atmospheric models
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to which they are coupled, typically on the order
of 100 km (~ 1° spacing in latitude and longi-
tude) for most of Earth. In many OGCMs the
north-south resolution is enhanced within 5° lat-
itude of the equator to improve the ability to
simulate important equatorial processes.
OGCM grids usually are designed to avoid co-
ordinate singularities caused by the convergence
of meridians at the poles. For example, the
CCSM OGCM grid is rotated to place its North
Pole over a continent, while the GFDL models
use a grid with three poles, all of which are
placed over land (Murray 1996). Such a grid re-
sults in having all ocean grid points at numeri-
cally viable locations.

Processes that control ocean mixing near the
surface are complex and take place on small
scales (order of centimeters). To parameterize
turbulent mixing near the surface, the current
generation of OGCM s uses several different ap-
proaches (Large, McWilliams, and Doney
1994) similar to those developed for atmos-
pheric near-surface turbulence. Within the
ocean’s stratified, adiabatic interior, vertical
mixing takes place on scales from meters to
kilometers (Fig. 2.1); the smaller scales also
must be parameterized in ocean components.
Ocean mixing contributes to its heat uptake and
stratification, which in turn affects circulation
patterns over time scales of decades and longer.
Experts generally feel (e.g., Schopf et al. 2003)
that subgrid-scale mixing parameterizations in
OGCMs contribute significantly to uncertainty
in estimates of the ocean’s contribution to cli-
mate change.

Very energetic eddy motions occur in the ocean
on the scale of a few tens of kilometers. These
so-called mesoscale eddies are not present in the
ocean simulations of CMIP3 climate models.
Ocean models used for climate simulation can-
not afford the computational cost of explicitly
resolving ocean mesoscale eddies. Instead, they
must parameterize mixing by the eddies. Treat-
ment of these mesoscale eddy effects is an im-
portant factor distinguishing one ocean model
from another. Most real ocean mixing is along
rather than across surfaces of constant density.
Development of parameterizations that account
for this essential feature of mesoscale eddy mix-
ing (Gent and McWilliams 1990; Griffies 1998)
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Figure 2.1. Schematic Showing Interaction of a Well-
Mixed Surface Layer with Stratified Interior in a Region
with a Strong Temperature Gradient.

Mixing (dashed lines) is occurring both across temperature (T)

is a major advance in recent ocean and climate
modeling. Inclusion of higher-resolution,
mesoscale eddy-resolving ocean models in fu-
ture climate models would reduce uncertainties
associated with these parameterizations.

Other mixing processes that may be important
in the ocean include tidal mixing and turbulence
generated by interactions with the ocean’s bot-
tom, both of which are included in some mod-
els. Lee, Rosati, and Spellman (2006) describe
some effects of tidal mixing in a climate model.
Some OGCMs also explicitly treat the bottom
boundary and sill overflows (Beckman and
Dosher 1997; Roberts and Wood 1997; Griffies
et al. 2005). Furthermore, sunlight penetration
into the ocean is controlled by chlorophyll dis-
tributions (e.g., Paulson and Simpson 1977,
Morel and Antoine 1994; Ohlmann 2003), and
the depth of penetration can affect surface tem-
peratures. All U.S. CMIP3 models include some
treatment of this effect, but they prescribe rather
than attempt to simulate the upper ocean biol-
ogy controlling water opacity. Finally, the in-
cl